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SUMMARY

Researchers aim to design environmental studies that optimize precision and allow for generalization of
results, while keeping the costs of associated ®eld and laboratory work at a reasonable level. Ranked set
sampling is one method to potentially increase precision and reduce costs by using `rough but cheap'
quantitative or qualitative information to obtain a more representative sample before the real, more
expensive sampling is done. In this report, we investigate under what conditions ranked set sampling
becomes a cost-e�ective sampling method for ecological and environmental ®eld studies where the `rough
but cheap' measurement has a cost. Ratios of measuring to ranking costs necessary for ranked set sampling
to be as cost e�ective as simple random sampling, for a common precision, are presented for known
distributions with and without ranking error. Cost ratios are also presented for a real data set consisting of
visually estimated and physically measured stream habitat areas. Results provide speci®c guidelines for
when ranked set sampling is appropriate, and cost e�ective, for ecological and environmental ®eld
sampling. Copyright # 1999 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Societal concern for the state of the environment has shifted ecological research from a strictly
scienti®c pursuit to one with signi®cant societal and legal rami®cations. Examples of this shift are
visible everywhere. The results of research regarding the e�ects of human activities upon riverine
or estuarine habitats and water quality often appear in the news. More and more frequently, the
court system ®nds itself dealing with legal issues of environmental concern. Policy makers and the
general public are demanding well-designed, cost-e�ective, environmental and ecological studies.
Such an environmental study endeavours to optimize precision and allow for generalization of
results, while minimizing the costs of associated ®eld and laboratory work. A good design will use
available expert knowledge (e.g. about a site, a stream, or a species) to its advantage, qualitatively
or quantitatively. In the interest of developing good study designs for ecological researchers and
environmental managers, we are investigating issues surrounding the application of an existing,
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but rarely used method for ®eld sampling that increases precision while reducing costs. The
method, known as ranked set sampling (RSS), does this by using initial, `rough but cheap'
information to obtain a representative sample before the real, more expensive sampling is done.
For populations with patchy distributions that are expensive to sample, the ranked set sampling
approach can lead to increased precision, decreased sampling costs, or both. In this paper, we
investigate under what conditions RSS becomes a cost-e�ective sampling method for ecological
and environmental ®eld studies where the `rough but cheap' measurement has a cost. In order to
provide a more appropriate assessment of RSS under these conditions, we present our method of
cost comparisons, provide applications to prior results, and apply the method to data. The paper
is organized as follows: Section 2 introduces ranked set sampling, Section 3 describes cost
analyses using the total costs of sampling, and Section 4 summarizes the ®ndings.

2. RANKED SET SAMPLING

2.1. Description of ranked set sampling

Ranked set sampling (McIntyre 1952) is a two-phase sampling procedure that reduces the
number of samples required using a more expensive measurement, termed `costly measurements',
by employing expert knowledge or other more economical estimation procedure, termed `frugal
measurements', to select samples. The frugal measurement adds information in the form of
ranked sets of data. Small sets of samples are ranked using the frugal measurement, and only one
sample from each set is measured using the costly measurement. Generally, ranked set sampling
involves an initial ranking of n samples of size n (via a frugal measurement), followed by
observing (using a more costly measurement) the ®rst order statistic (smallest observation) from
the ®rst sample, the second order statistic (second smallest observation) from the second sample,
and so on, until the nth order statistic from the nth sample yields a secondary sample of size n
from the initial n2 data points. This process can be repeated to yield large samples from ranking
only a few items at a time. Repeating the process m times yields a secondary sample of size nm
from an initial n2m data points.

Estimation of mean pool area for a stream is an ecological study that could possibly bene®t
from RSS. The U.S. Forest Service measures pool area for Paci®c Northwest streams in
conjunction with their ®sh habitat and watershed management programs (USDA Forest Service
1997). Pool area can be estimated visually ( frugal measurement) or it can be measured more
accurately and precisely by a team of ®eld assistants (costly measurement). Ranked set sampling
would use the visual estimation to choose a few pools for costly measurement. Suppose a study's
budget allows for only three pools to be costly measured (Figure 1). Pools for three sets of size
three are randomly chosen from the stream reach. Within each set, the pool areas are ranked
using visual examination, and the selected pool is measured by a team of ®eld assistants. The ®nal
set of three observations (shaded in grey) is a representative sample of the underlying distribution
of pool areas. Ranked set sampling is advantageous for estimating means because it uses
information from the nine pool areas to obtain a more representative ®nal sample of three.

2.2. Background

Ranked set sampling was ®rst described as a method to increase the precision of estimated yield
without the bias of researcher-chosen `representative' samples (McIntyre 1952). The statistical
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theory was developed, apparently independently, by Takahasi and Wakimoto (1968). RSS has
been used to estimate pasture yield (McIntyre 1952, 1978), mass herbage in a paddock (Cobby
et al., 1985), forage yields (Halls and Dell 1966), and shrub phytomass (Martin et al., 1980;
Muttlak and McDonald 1992). More recently it has been recommended for environmental
research questions such as estimating plutonium soil concentrations (Gilbert 1995) and quality
testing reformulated gasoline (Nussbaum and Sinha 1997). A complete review of applications
and theoretical work on RSS will not be made here as many reviews already exist (Patil et al.
1994; Kaur et al., 1995; Johnson et al., 1996).

McIntyre (1952) recognized in his introduction of RSS that the e�ectiveness of the method was
dependent upon the information gained by ranking. In practice, ranking is bound to be
performed with some error. Dell and Clutter (1972) showed that the RSS estimator remains
unbiased in the presence of unbiased ranking error, and that when ranking is completely random,
the RSS estimator has the same precision as the simple random sample estimator. Another
interpretation of `ranking error' is that the ranking is done perfectly but is performed using
another variable that is imperfectly correlated with the variable of interest. The correlation
between the concomitant variable and the variable of interest is proportional to ranking error.
RSS was extended to ranking on a concomitant variable by Stokes (1977).

It is natural to compare RSS to other two-phase or double sampling methods. When restrictive
distributional and relational assumptions are satis®ed and make the problems tractable,
systematic, strati®ed estimation methods (Patil et al., 1993a) and regression estimation methods
(Patil et al., 1993b) are usually shown to be more e�cient than RSS (see Yu and Lam 1997 for
counter example). When such assumptions are not satis®ed, the robust qualities of RSS make it
preferable. Ranked set sampling does not require particular distributional assumptions for an
unbiased estimate, and the ®rst-phase variable (ranking) does not even need to be continuous.

Figure 1. Ranked set sample to estimate mean pool area. Pools for three sets of size three are randomly chosen from the
stream reach. Within each set, the pool areas are ranked using visual examination, and the selected pool area is measured
accurately. The ®nal set of three observations (shaded in grey) is a representative sample of the underlying distribution of

pool areas
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Thus true comparisons of RSS to other two-phase sampling methods are di�cult to present in
general terms.

2.3. Notation

The following notation will be used to describe ranked set sampling. Let X1 , X2 , X3 , . . . , Xn be a
random sample of size n from a random variable X with probability density function f(x) and
®nite mean (m) and variance (s2). Let Xi�1� be the ®rst order statistic from the set
fXi1;Xi2; . . . ;Xing which represents the ith random sample of size n. For convenience Xi�i� is
also written as X�i:n� to denote the ith order statistic from the ith set of n observations with mean
m�i:n�. Let X�i:n�j denote the ith order statistic from the ith sample of size n in the jth cycle
( j � 1, 2, . . . , m). The unbiased estimator of the population mean is (Takahasi and Wakimoto
1968)

�XRSS �
1

nm

Xn
i�1

Xm
j�1

X�i:n�j :

The variance of �XRSS is

var� �XRSS� �
1

n2m

Xn
i�1

E�X�i:n� ÿ m�i:n��2
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ÿ

Xn
i�1
�m�i:n� ÿ m�2

n2m
:

Under equal allocation to each order statistic, RSS will always result in as precise an estimate as
simple random sampling (SRS) if not better. The degree to which RSS exceeds SRS will depend
upon the amount of information gained about the distribution from ranking. One way of
comparing RSS to SRS is by relative precision (RP) as de®ned in survey sampling,

RP � var� �XRSS�
var� �XSRS�
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and where k is the sample size under SRS, and in this case k � nm,

RP � 1 ÿ

Xn
i�1
�m�i:n� ÿ m�2

ns2

0B@
1CA
: �1�

This de®nition of relative precision is consistent with the concept of design e�ect used in survey
sampling (Kish 1965), but is the inverse of RP used in many ranked set sampling papers. As seen
in equation (1) the relative precision of RSS to SRS is dependent upon the information gained by
ranking relative to the population variance, and the set size n. When ranking is completely
random and provides no information, the relative precision will be equal to 1. Ranking sets of
items that are similar, for example ranking spatially close items when there is a trend on a site, will
also drive the RP toward 1, since the variance contained within each set is less than that present in
the distribution (Ridout and Cobby 1987).

2.4. Implications of set size on sampling costs

The advantage of ranked set sampling over simple random sampling is either a decrease in
sampling costs, an increase in precision, or both. Decreased sampling costs are realized by a
decrease in the number of sampling units which are costly measured. Simple random sampling
can be viewed in this context as RSS with a set size (n) of 1; where every unit randomly selected is
accurately measured.

To give a context for this comparison, sample sizes have been calculated for estimating the
mean under several conditions using both RSS and SRS (Table I). When the variance is large
relative to the mean, more samples are needed to attain a given level of relative error for both
sampling methods. Since the relative error of the RSS estimate is a function of the information
attained by ranking, it is not surprising that the number of samples required decreases with larger
set sizes. For example, using SRS with normally distributed data of mean 1 and variance of 0.25,
it takes 43 costly measured samples (nm) to achieve a relative error of 15%. RSS with set size
n � 3 only requires 24 costly measurements; with n � 10 only 10 costly measurements. However,
there is a disadvantage to large set sizes. Large set sizes can lead to increased sampling costs
because they require a minimum sample size. With a set size of 10 (n), researchers will always need
to rank a minimum of 10 sets of 10 (n2m � 100 items) and measure 10 items (nm) even when SRS
only requires four or eight items to be measured for the same relative error (see far right-hand
column of Table I). These hidden costs of ranked set sampling are included in the total cost of
sampling investigated in the next section.

3. COST ANALYSIS

3.1. Introduction

When designing a study, several issues are important in deciding to use a particular sampling
method. The data must be appropriate for the method, and a balance between sampling costs and
the ®nal precision of the estimate should be achieved. For ecological sampling, the balance of
costs and precision is particularly important. Many ®eld studies involve both monetary and
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societal costs (e.g. destructive sampling or harvesting), making the desire for as few samples as
possible even more pressing.

Previous assessments of ranked set sampling have focused upon precision and on costs
associated with the (nm) costly measurements. Those assessments which have brie¯y addressed
the total cost of RSS have done so by methods which are not generally transparent to non-
statistical scientists (Dell and Clutter 1972; Bohn and Wolfe 1994). In ecological sampling, the
total cost of RSS will include the cost of ranking the n2m items, since ranking is often not trivial.
Ranking will often involve either a preliminary trip to the study site or at least more hours in the
®eld, which may be a remote location. The decision to use RSS will rest on whether the precision
gained by ranking is enough to compensate for the extra work of ranking.

To assess the applicability of RSS on ecological ®eld work, we present a method for cost
comparisons. We test this method on prior results from simulations, and on actual ®eld
data. Costs will be unitless quantities that can be easily adapted to a variety of conditions.
Regarding all costs in terms of time is one useful way to integrate costs from varied activities
(Sheldon 1984).

Table I. Measured sample size (nm) necessary using ranked set sampling for the relative error of the
estimate of the population mean to be less than or equal to the stated value, 95 percent of the time.
Normally distributed data with mean 1, no ranking error. SRS refers to the sample size necessary under the

same conditions using simple random sampling, equivalent to RSS with a set size (n) of 1

Set size (n) Relative error
0.10 0.15 0.25 0.50

Variance � 0.25 SRS 97 43 16 4
2 66 30 12 4
3 51 24 9 3
4 44 20 8 4
5 35 20 10 5
10 30 10 10 10

Variance � 0.50 SRS 193 86 31 8
2 132 60 22 6
3 102 45 18 6
4 84 40 16 4
5 70 35 15 5
10 50 20 10 10

Variance � 1.00 SRS 385 171 62 16
2 262 118 42 12
3 201 90 33 9
4 164 76 28 8
5 140 65 25 10
10 90 40 20 10

Variance � 2.00 SRS 769 342 123 31
2 524 234 84 22
3 402 180 66 18
4 328 148 56 16
5 280 125 45 15
10 170 80 30 10
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3.2. Method

Relative precision has been used to compare RSS to other sampling methods for a given ®nal
sample size. This method inherently ignores the e�ort and cost associated with ranking. A
`vertical' comparison may be made between RSS and SRS for a common ®nal sample size, or
number of costly measured items (Figure 2, Line A). RSS and SRS may also be compared for a
common level of precision at various sample sizes (Figure 2, Line B). The second comparison,
examining the ratio of sample sizes necessary for a common level of precision, allows for the
inclusion of costs associated with each level of sampling. From equation (1),

var� �XRSS�
var� �XSRS�

� k

nm
1 ÿ

Xn
i�1
�m�i:n� ÿ m�2

ns2

0B@
1CA

and if the variances are equal, then

nm

k
� 1 ÿ

Xn
i�1
�m�i:n� ÿ m�2

ns2

0B@
1CA
: �2�

Thus, the ratio of variances for a common sample size (RP, equation (1)), and the ratio of sample
sizes for a common precision (equation (2)), both result in the same theoretical equation, the

Figure 2. Variance of the mean for standard normal data (N(0, 1)) using both ranked set sampling (- - -) and simple
random sampling ( ± ). (A) Comparison of sampling methods for a given sample size. (B) Comparison of sampling

methods for a given level of precision. Comparisons using (B) allow for inclusion of per unit sampling costs
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righthand side of equation (2). In practice, n, m, and k all need to be integers. Values for the
theoretical equation have been previously simulated for several distributions (e.g. Dell and
Clutter 1972; Stokes 1977).

The total cost of ranked set sampling includes per unit costs; from both ranking and
measuring. All common or ®xed costs are assumed to be equal under both sampling method-
ologies, e.g. travel costs, boundary determination of units. Simple linear cost functions are used,
but these may be adapted for speci®c applications. The total cost for both ranked set sampling
and simple random sampling is

CostRSS � n
2
m�Costranking� � nm�Costmeasuring�

CostSRS � k�Costmeasuring�:
�3�

Combining the equations of cost (3) and precision (2) results in a ®nal function which permits
the complete evaluation of RSS to SRS comparisons. For a common level of precision, the total
cost under RSS will be less than or equal to the total cost under SRS when,

n
2
m�Costranking� � nm�Costmeasuring�4 k�Costmeasuring�

n
2
m�Costranking� � nm�Costmeasuring�4

nm

1 ÿ

Xn
i�1
�m�i:n� ÿ m:�2

ns2

0B@
1CA
�Costmeasuring�

Costmeasuring
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1 ÿ
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ÿ1

ÿ1

8>><>>:
9>>=>>;
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Thus the decision to use RSS over SRS will depend upon the amount of information gained by
ranking and the set size, relative to the ratio of measuring to ranking costs. In practice, the
amount of information gained by ranking will be determined by prior historical data or pilot
studies. Expected mean values of order statistics �m�i:n�� for normal and exponentially distributed
data are available for most set sizes (Sarhan and Greenberg 1962). Set size is often restricted by
physical or accuracy limitations; researchers will need to use prior information or pilot data to
determine what is feasible, and what results in low ranking error.

3.3. Application to prior results

Comparing the ratio of sample sizes, instead of variances, allows for the incorporation of
previous work on relative precision into current cost functions. Using equation (4) we can derive
a ratio of measuring costs to ranking costs such that RSS is as cost e�cient as SRS for a given
precision.

Two-phase sampling is often used to decrease the overall cost of sampling by using a less costly
and less precise measure for the ®rst-phase. Cost di�erences between the costly and frugal
measures can vary substantially. Two methods used to screen for crude oil in contaminated
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sediment samples had a cost ratio of 5.3 ($450/$85 per sample, Skalski and Word 1994), while
two methods for detecting radiation had a cost ratio of about 50 (example in Yu and Lam 1997).
The two methods of estimating ®sh abundance used by Hankin and Reeves (1988) had a cost
ratio of 20 (10 person-hours/0.5 person-hours per unit).

Dell and Clutter (1972) generated relative precision values for several distributions in the
presence of ranking errors. We extended their idea by developing ratios of measuring to ranking
costs for di�erent degrees of ranking error (Figure 3). These ratios illustrate the cost ratio
necessary for RSS to be just as cost e�ective as SRS for the same level of precision. Values are
presented for both normally and exponentially distributed data with increasing levels of normal
(unbiased) ranking error. For example, to sample normally distributed data, ranking sets of three
items at a time without ranking error, measuring needs to be about three times the cost of ranking
for RSS to be as cost e�ective as SRS. If measuring is more than three times the cost of ranking,
then RSS is less expensive than SRS for a common level of precision. The cost ratio necessary for
equal total sampling costs is higher for exponentially distributed data since the distribution is
skewed ( for known skewed distributions see Kaur et al., 1997, for RSS with unequal allocation).

RSS increases in relative precision with increasing set size (n) as shown in equations (1) and (2).
Some authors have suggested that set size should be chosen as large as is practical due to the
bene®cial e�ect on precision (Patil et al., 1994). When ranking is not perfect and has a cost, there
is a point of diminishing returns with increasing set size. At high levels of ranking error (Figure 3,
e.g. s2 � 0.50) a set size of ®ve has a higher necessary cost ratio than a set size of three for equal

Figure 3. Ratio of measuring to ranking costs for di�erent degrees of ranking error. Ratio based upon relative precision
values from Dell and Clutter (1972, Table 2) and David and Levine (1972, Table A1). Ranking error modeled as
normally distributed (m � 0, s2) for set sizes of 2 (ÐÐ), 3 (- - - -), and 5 (. . . .). The cost ratio necessary for RSS to be as
cost e�cient as SRS is larger in the presence of ranking error, and is larger for exponentially distributed data (j) than

normally distributed data (d)
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total costs among SRS and RSS, even though a set size of ®ve results in greater precision ( for a
given ®nal sample size, nm). The diminishing return results when the added precision of increased
set size is lowered due to ranking error.

An earlier paper by Stokes (1977) adapted ranked set sampling for use with a concomitant or
correlated ranking variable which di�ers from the measured variable. We extended her results
and developed ratios of measuring to ranking costs for di�erent degrees of correlation between
the measured and concomitant variables (Figure 4). These ratios are the cost ratios necessary for
RSS, ranking on a correlated variable, to be as cost e�ective as SRS on the measured variable.
Stokes used a model where the relationship between the concomitant and measured variable is
linear, and the variables are distributed bivariate normal. As the two variables become less
related, the information gained by ranking on the concomitant variable also lessens. Ultimately
at low correlations, a higher cost ratio is necessary for RSS to be as cost e�ective as SRS. The
e�ect of diminishing returns with increasing set size and ranking error, is even more evident under
these conditions. When the correlation between ranking and measuring varaibles is as low as, say,
0.50, a set size of two requires a cost ratio of 22, a set size of six requires a cost ratio of 29, and a
set size of 10 requires a cost ratio of 40. The added cost of ranking more items exceeds the bene®ts
of increased precision with increased set size.

These results can be used by researchers to determine if RSS is appropriate for their ecological
study. If the person-hours required for a costly measurement are about six times of that required

Figure 4. Ratio of measuring to ranking costs for di�erent degrees of correlation between measured and concomitant
variables. The variables are linearly related and distributed bivariate normal. Ratios are based upon relative precision
values from Stokes (1977) and David and Levine (1972). When there is low correlation between the measuring
and ranking (concomitant) variables, the increased cost of ranking more items outweighs the increased precision with

larger set sizes
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for a frugal measurement, and past data sets have been fairly normally distributed, then RSS will
be more cost e�ective than SRS unless the chosen ranking method will result in substantial
ranking error (Figure 3), or is based on a concomitant variable that is not very highly correlated
(Figure 4). When ranking eight or fewer things at a time on a concomitant variable highly
correlated with the variable of interest (r5 0.75), with normally distributed data, measuring
needs only be 11 times the cost of ranking. Ranked set sampling has been suggested when
measurement is costly and when ranking a small set can be done frugally. These graphs give
actual de®nitions to costly and frugal for researchers to use.

3.4. Application to stream habitat data

Results for known distributions provide useful guidelines in comparing methods and planning
experiments. Ecological data may not follow standard distributions, and depending on what
variables are measured, standard distributions may be modi®ed by spatial or temporal trends.
To be properly assessed for ecological data, RSS needs to be tested on naturally occurring
distributions.

The USDA Forest Service collects data on Paci®c Northwest streams as part of a large scale
monitoring project (USDA Forest Service 1997). Avariable of interest is habitat size, particularly
pool area, which has been linked to salmon production (e.g. Sharma 1998). Measuring habitat
areas accurately and precisely is time consuming and labour intensive (see Poole et al., 1997 for
discussion of issues). In an e�ort to make both habitat assessment and ®sh estimation more cost
e�ective, Hankin and Reeves (1988) outlined a sampling methodology based on ratio estimation
(see Cochran 1977, pp. 150±186). Many stream segments are measured visually ( frugal measure-
ment), and then a subset is also physically measured by a team of ®eld assistants (costly
measurement). The subset, with both measurements, is used to determine a correction or bias
factor with which to scale the other only visually measured observations. This method results in a
best linear unbiased estimator (BLUE) when the two variables (visual and physical measure-
ments) are linearly related and when the variance of the visual measurement increases propor-
tionally with the value (Cochran 1977). The method has the greatest utility in practice when
visual measurements are consistently over or consistently under the physical measurements made
by the team of ®eld assistants (Conquest et al., 1991).

Visual and actual habitat length and width measurements from 21 coastal Oregon streams were
obtained from the USDA Forest Service. The streams are mostly in forested areas which drain
into the Paci®c Ocean from and including the Umpqua River Basin north to the Columbia River
Basin Boundary (Figure 5). Each stream has between 36 and 108 habitat areas (median 50) which
were both visually estimated and physically measured. Data consists of visually estimated and
physically measured length and width of each habitat which can be used to calculate areas.
Resampling (with replacement) was used to assess the relative precision of RSS to SRS on the
distributions of stream habitat measurements. Each stream was treated as an empirical distribu-
tion and 4000 random, independent samples for each were drawn for both RSS and SRS
sampling methods. Relative precision values were calculated using equation (1). Since RP
depends only on set size (n) and the distribution of the data, results are only given for nm � 12.
RP values for other ®nal sample sizes (nm), for a given set size, are the same. Estimated RP values
were used with equation (4) to calculate cost ratios.

Mean length and width habitat estimates using RSS were more precise than estimates using
SRS for all 21 streams (RP range (0.42, 0.88), mean � 0.63, Figure 6). For a given ®nal sample
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Figure 5. Map of Oregon showing river basins included in stream data set (shaded area)

Figure 6. Ratio of variances for estimated mean habitat length (L), width (W), and area (A � L�W) for each Oregon
stream based on 4000 resamplings. Values are presented for set sizes of 2 ( ± ), 3 (. . . .), and 4 (- - - -). Lower values

indicate that ranked set sampling (RSS) resulted in a more precise estimate than simple random sampling (SRS)
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size, samples with larger set sizes and fewer cycles (e.g. n � 4 andm � 3 versus n � 2 andm � 6)
had greater precision relative to SRS. The di�erence in RP values across the streams was due to
di�erences in the distributions, mainly the skewness, of the 21 data sets. Data for the McLeod
tributary and Velvet stream reach (McLeodT5.6 and Velvet94, Figure 6) were heavily skewed due
to extreme data points. These values caused a multimodal distribution of the sample mean after
4000 simulations for both SRS and RSS, and resulted in the largest set size (n � 4) having
approximately the same RP value as the medium set size (n � 3) due to random variation. Under
equal allocation, RSS had greater RP for symmetric distributions versus skewed distributions,
but in both conditions was superior to SRS.

Mean area estimates varied across the streams, and showed di�erent patterns than the length
and width variables (Figure 6). Visual estimates and physical measurements of area were
calculated as the product of length and width variables. Both visually and physically measured
areas showed extreme points for Failor94, Velvet94, Morris, and McLeodT5.6. Failor94 had an
outlying point in length, which when converted to area was 6000 units above the next largest
value for that stream. In the presence of such extreme values, generally all sampling schemes do
poorly and in this case the RP value was 1. Since area was the product of two variables,
multimodal distributions of the estimates due to extreme values were more prevalent for both
SRS and RSS. Some of these problems might be remedied with more simulations, but such
results would not be readily applied to real situations with only one sample.

For ecological sampling, a more appropriate comparison is one including costs of ranking and
measuring. Using equation (4), cost ratios were calculated for each of the 21 streams under each
sampling condition (set size) such that RSS was as cost e�cient as SRS and resulted in the same
precision (Figure 7). The bene®t of increased set size was evident by the lower measuring to
ranking cost ratio needed for RSS to be cost e�ective. Due to low ranking error associated with
these data (correlation(visual, physical) length � 0.96, width � 0.93, area � 0.97), the precision
gained by increased set size was greater than the cost associated with ranking more items. Cost
ratios for estimating area were generally larger than those for estimating either width or length,
and did not show a dramatic decrease with larger set sizes. These results are consistent with
previous work showing that increased, or in this case compounded, error requires a higher
measuring to ranking cost ratio to be cost e�ective relative to SRS (Figure 3). Although for most
individual streams an increase in set size increased precision for estimating area (Figure 6),
streams di�ered substantially on how much RSS actually improved precision. The di�erence in
precision levels across the streams resulted in a larger range of cost ratios. For over 75% of the
streams, under all conditions, RSS was more cost e�ective than SRS when measuring costs were
at least 11 times that of ranking costs. A preliminary study on Taylor River in Washington found
actual cost ratios for estimating mean habitat size to be between 5.8 and 8.2 (mean � 7.2, four
replications, N. Mode unpublished data).

4. SUMMARY

The balance of cost and precision is a complex problem for any research study. Ranked set
sampling provides a methodology for incorporating additional information into the sampling
framework. Unlike other two-phase sampling methods which use `extra' information, ranked set
sampling can incorporate non-quantitative information such as expert opinion, and is robust to
departures from non-linear relationships among the variables. When ranking is not trivial, as in
many types of ®eld work, the precision gained from the `extra information' must be balanced
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against the costs. The cost analyses we presented allow RSS to be assessed using the total costs of
sampling.

Cost ratios of measuring to ranking costs present comparisons of ranked set sampling to
simple random sampling which are readily accessible to researchers and managers. The e�ects of
ranking error on known distributions, either by a less precise measure of the same variable or by a
concomitant variable, can be assessed in terms of costs. Ranking error reduces the RSS precision
advantage over SRS, and thus a larger cost ratio is needed for the two methods to be equally cost
e�ective. Although increased set size always increases precision, even in the presence of ranking
error, there is a point of diminishing returns when ranking costs are taken into account. The
diminishing return results when the added precision of increased set size is lowered due to ranking
error.

Actual cost ratios necessary for RSS to be as cost e�ective as SRS for the same precision of an
estimated mean are consistent with many ratios currently found in two-phase sampling. For
known exponentially or normally distributed data without ranking error, measuring needs to be
at most six times the cost of ranking. Even with substantial ranking error and an exponential
(skewed) distribution, measuring need only be 11 times the cost of ranking. This value also held
true with the skewed stream habitat data. When ranking eight or fewer things at a time on a
concomitant variable highly correlated with the variable of interest (r5 0.75), with normally
distributed data, measuring also need only be 11 times the cost of ranking.

Figure 7. Boxplot of measuring to ranking cost ratios for estimating mean habitat length, width, and area under three set
size (n) conditions. Boxplots display the median (line) and interquartile range (box) of costs ratios calculated for each of
the 21 streams. Two outlying points are not shown for each set size for area (Failor94, Velvet94). For over 75% of the
streams, under all conditions, RSS is more cost e�ective than SRS when measuring costs are at least 11 times that of

ranking costs
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